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Abstract

This paperdescribeghe ScyLLARUS appacd to fus-
ing reportsfrom multiple intrusion detectionsystemgID-
Ses)to providean ovell approad to intrusion situation
awarenessTheovemll view providedby SCYLLARUS cen-
tersaroundthesite’ssecuritygoals aggregatinglargenum-
bersof individual IDS reportsbasedon their impact The
oveall view reducednformationoverloadby aggregating
multiple IDS reportsin a top-downview; and by reducing
false positivesby weighingevidenceprovidedby multiple
IDSesandotherinformationsources.

Unlike previouseffortsin this area, SCYLLARUS is cen-
tered around its Intrusion Refeence Model (IRM). The
ScyLLARUS IRM containsboth dynamicand static (con-
figuration) information. A Network Entity/Relationship
Database (NERD), providing informationaboutthe site’s
hardware and softwae; a Security Goal Database, de-
scribing the site’s objectivesand security policy; and an
Event Dictionary, describingimportantevents,bothintru-
sionsand benign; comprisethe static portion of the IRM.
Thesetof IDSreports;theeventsScy LLARUS hypothesizes
to explain them;and the resultingjudgmentof the stateof
site securitygoalscomprisethe dynamicpart of the IRM.

1. Introduction

Wehave developedthe Scy LLARUS systemanarchitec-
turefor integratinga numberof individual IDSesinto auni-
fied intrusiondetectionapproach.SCYLLARUS overcomes
the limitations of both individual IDSes,and unstructured
groupsof IDSes. Insteadof simply joining togethemulti-
ple alertstreamsScyLLARUS providesa unifiedintrusion
situationassessmentCritical to this unificationis ScyL-
LARUS'sIntrusionReferencéModel (IRM), which contains

information aboutthe configurationof the site to be pro-
tected(includingtheIDSes) the site’s securitypoliciesand
objectives,andthephenomenaf interest(intrusionevents).
In this paperwe describethe ScyLLARUS approachwith
particularattentionto therole playedby theIRM.

Over the pastyears,therehasbeena greatdeal of re-
searchin intrusion detection,the constructionof systems
designedo detectunauthorizediseof computersystems.
Thereare now a numberof systemsableto detectvarious
classe®f intrusionsinto individualhostsandcomputemet-
works. Someof thesesystemsrestill researclprototypes,
but several widely available,eitherasopensourceor com-
mercialproducts.

Thesesystemsstill don't provide systemowners and
administratorswith comprehense intrusion awareness
Therearea numberof dravbacksto existing IDSes. One
of the mostprofoundis thatthesesystemsarenot designed
to work togetheraspartof a suiteof sensorsinstead gach
programgenerates separatestreamof reports,andfusing
theminto a coherentview of the currentsituationis left
as an exercisefor the user Therehasbeensomelimited
work on fusing togethermultiple IDS event streams(see
Section6), but it doesnotgo nearlyfar enough.

Systemadministratorsnusthave multiple IDSesat their
disposabecaus¢hevariousIDSesall have different*sweet
spots”andblind spots.IDSesbasedon recognizingsigna-
turesof known exploits canhave low false-alarnrates but
arelimited to recognizingthoseexploits that were known
at the time of their lastupdate! Furthermore signature-
basedDSesoften provide only “late warning”: they report
whena systemhasbeencompromisedput typically don't

1Sometimesheycanalsorecognizegeneralizationsf known exploits.



provide warningthat an attackis underway On the other
hand,anomaly-detectingDSescan,at leastin theory pro-

vide early warning and detectionof novel exploits. How-

ever, this additionalsensitvity is purchasedt the cost of

highfalsealarmrates pftensohighthatsystemadministra-
torsareoverwhelmedoy alertsanddisconnecbr disregard
thelDS.

A secondsplit in IDS designis betweenhost-basedD-
Sesand network-basedDSes. Typically, host-basedD-
Seswill generatealertsbasedon someevent streamgen-
eratedby the host's operatingsystem(e.g.,syslog,Solaris
BSM log, Windows NT event log); network-basedDSes
will typically usesomeform of packet-snifier astheirinput.
Again, thesetwo approachesave blind spotsand sweet
spots.Only a network-basedDS will beableto detectex-
ploits suchasIP spoofing(now infamousfor its useagainst
Shimomurd13]), thattakeadwantageof weaknesseis the
IP protocol. On the otherhand, network-basedDSesare
blind to attacksthat exploit weaknessem host-basedys-
tems(suchasbuffer overflows), unlessthey cansomehar
beseenin input-outputbehaior visible in networktraffic.

Ratherthanlooking for the holy grail of a perfectintru-
sion detectionsystem,our researctcentersaroundthe de-
velopmenbf anintrusionassessmeritamevork thattreats
IDSesassensorsandaddsa knowledge-basedensorfu-
sion, or evidenceaggregation, component.We argue that
this makesgoodengineeringsense.As we explain above,
eachof the variousIDS approachesasits strengthsand
weaknessegonsideredisa sensar An evidenceaggrega-
tion componentanalsoprovide anumberof usefulfeatures
thataremoreproperlysharecamonghesetof IDSes rather
thanbeingincorporatedn eachoneseparately

In addition to partial coverage, current|DSes have a
numberof otherweaknesseastools for situationaware-
ness. CurrentIDSesare not sensitve to an installations
mission(goals)andsecuritypolicy. For example,for anin-
ternetstocktradingfirm, availability of its publicwebsiteis
missioncritical. On the otherhand,for an Air Forcebase,
a public web-siteis a PR luxury that canreadily be sacri-
ficedin a crisis. Without someknowledgeof an installa-
tion’smissionandpolicies,no IDS canappropriatelfabel
its reportsto highlight the importanteventsandplaceless-
importanteventsin the background.For example,in gen-
eral,reconnaissanaaentsarelessimportantthanexploits;
ownersof externally-visiblenostsmustaccepthatthey will

be scannedegularly. On the otherhand,to returnto our
hypotheticalAir Forcebasein a national-securitycrisis, a
scanof a hostthatis supposedo be stealthymay be more
importantthandefacementf its externalwebsener, which
canreadilybesacrificed.To properlyunderstandhtrusion-
relatedevents,we mustbe ableto relatethemto our objec-
tives.

We have alreadyalludedto trade-ofs betweerdifferent
intrusiondetectionstratgies. One of the key trade-ofs is
betweensensitvity to true eventsand false positives. In
generalwith ary sensgrwe mustpayin falsepositivesfor
whatever we gainin sensitvity. Oneway to overcomethis
limitation is to assemble suite of sensors.This canbe a
very efficient way to overcomethe problemof false posi-
tives,aslongaswe canfind sensorshatfail relatively inde-
pendently

A sharedframework like ourscanalso provide protec-
tion againssystematidalsepositives.For example thelDS
snort, containsrulesfor detectinglP sweeps.We have
found that, in siteswhere Norton AntiVirus™Corporate
Editionis run, thisrule will betrippedby thenormalopera-
tion of NortonAntiVirus™. An automatiaipdatesenerfor
Norton AntiVirus™ periodically scansthe network, look-
ing for hoststhat arerunningthe Norton AntiVirus™ up-
dateclient. Suchclientslistenon UDP port 382932

The ordinarysolutionto this kind of problemis to edit
the IDS rule to keepit from firing in this circumstance,
for exampleby ignoring IP sweepghat hit only UDP port
38293. This approachis unsatisfactoryfor two reasons.
First,in siteswheremultiple IDSesarerun, this meanghat
we mustseparatelyupdatethe configurationof eachindi-
vidual IDS. Second,it allows a clever attackerfree reign
with traffic onthis port.

Ontheotherhand,if we have a centralrepositoryof this
kind of information,we gettwo correspondingdwantages:
First, we have only a singlepoint of update.Insteadof fix-
ing eachindividual sensarwe reconfiguresothatall of the
reportscorrespondingo this classof falsepositiveswill be
filtered out. Secondwe cancollectadditionalinformation,
for example,logs of the Norton AntiVirus™ sener, that
allow us to distinguishbetweentrue Norton AntiVirus™
events,andtransmissionfrom a clever attackethataredis-

2We arenotsinglingoutsnor t for criticism. Ourexperiencdiasbeen
with snor t , butvirtually all network-basetDSeswould exhibitthiskind
of behavior.



guisedasNortonAntiVirus™ transmissions.

ScyLLARUS providesa knowledge-richframewvork for
IDS reportaggregationandfusion. Centralto SCYLLARUS
is its Intrusion ReferenceModel (IRM), which providesa
centralrepositoryof information aboutthe site to be pro-
tected,aboutthe securitygoalsof that site, andthe events
of interest. The IRM also providesa centraldatabasdor
IDS reports,which maybefiled by any IDS, usingan API
thatwe provide. In turn, thosereportsare examinedby a
DynamicEvidenceAggregator thatfusesthereportsinto a
coherenbverall situationview, anddeterminesvhich secu-
rity goalsarethreatenedby the eventsdetected.

2. SCYLLARUS Architecture

In this section,we provide a brief capsulesummaryof
the ScyLLARUS architectureWe explain theproces®f ac-
ceptinglDS reports,computinga judgmentof whatevents
areplausiblegiventhe reports,andthenidentifying which
of thesite’'ssecuritygoalsarethreatenedyasedntheplau-
sibleevents.Thiswill giveabriefunderstandingf theroles
of thevarioussubsystemsf ScyLLARUS. Wewill gointo
greaterdepthaboutthe contentsof the IntrusionReference
Modelin the following section,andexplain how they sup-
portthevarioustasks.

The core of the SCYLLARUS architectureis the Intru-
sion ReferenceModel(IRM); seeFigurel. The otherparts
of SCYLLARUS readthe contentsof the IRM andpostthe
resultsof their computationgo it. The key information
producersn SCYLLARUS arethe Intrusion DetectionSys-
tems(IDSes);their outputstartsthe whole procesof situ-
ation assessmentThe IDSesfile their reportsthroughthe
Intrusion Reporting API(IRAPI). The IRAPI ensureghat
theproperrecordsarecreatedn thereportsdatabasef the
IRM.

The processof aggr@ating, correlatingand fusing re-
ports from multiple IDSesis a three-stageprocess,per
formed by the componentsof ScyLLARUS'sS Dynamic
Evidence Aggregator (DEA). First, a componentcalled
the Cluster Preprocessoreadsthe IDS reportsfrom the
databaseand then generateshypotheseghat would ex-
plainthereports.Thesehypothesearewritten to the Event
Databaseandthena secondcomponentthe Event Asses-
sor, weighstheinformationfor andagainseachhypothesis.
It will judgesomesetof hypotheseso be plausible;those

hypothesesvill be so markedin the database.The final
stageof the procesds to determinewhich of the installa-
tion’s securitygoalsarethreatenedby the plausibleevents.
This taskis performedby facilities native to the Intrusion
Referencéviodel.

TheDynamicEvidenceAggregatorcomponenteadshe
IDS reportsfrom the ReportDatabaseit is the job of this
componento computethe overall judgmentof whatevents
areplausiblebasedon the reports. This judgmentis com-
putedin atwo-stepprocesskFirst, the ClusterPreprocessor
(CP)consultghe ReportDatabaseo identify the setof re-
ports.Fromthesereportsthe CPgenerates setof hypoth-
esizedevents,thatwill berecordedn the Event Database.
In generaljn responséo anIDS report,the CPwill gener
ateatleastoneevent,thatcorrespondso theeventthelDS
hasreported.

To returnto our earlierexample,considera casewhere
snort hasreportedan | PSWEEP occurring. The CP
would createa hypotheticall PSWEEP event. However,
basedon knowledge aboutthe ways other events can be
perceved,the CPwill alsohypothesizéhattheremayhave
beenaNortonAntiVirus™ event.

The CP may also attachother reportsto the hypothe-
sizedevents. For example, if therewere also a network
anomalydetectorIDS active at this site, it might gener
atean ANOVAL QUS- TCP- TRAFFI C reporton port UDP
port38293,with tamgetstheappropriatdP addressedf the
times of occurrencdined up appropriatelythe CP would
connecthis eventwith the earlierl PSWEEP event. We do
this becauseéhe anomalydetectors reportprovidescorrob-
orationfor thesnor t report.To look atit anothemway, the
NortonAntiVirus™ eventwould explainawaytheanomaly
detectorsreport. Thereportscanbe presentedo a security
officer togethey helpingto alleviate the problemof infor-
mationoverload. We will have moreto sayaboutthe phe-
nomenorof explaining avay later.

We may summarizethe function of the ClusterPrepro-
cessoras follows: to assembldhe setof hypothesesug-
gestedby the IDS reports, and to marshalthe evidence
for thesehypotheseslf the ClusterPreprocessagproposes
eventhypothesest is thejob of the Event Assessoto dis-
poseof them. The Assessomwill weigh the evidencefor
the varioushypothesesagainsteachother and determine
which areplausible. To do this, the Assessoretrievesthe
setof eventsfrom the Event Databaseand examinestheir
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Figure 1. The ScyLLARUS architecture .

interrelationships&ndthe evidence(in the form of IDS re-
ports) that supportthem. The setof eventsandtheir evi-

dencemakeup a directedgraphthat we may interpretas
a causalprobabilistic network[9]. Basedon this interpre-
tation, we may computethe plausibility of the varioushy-
potheses.“Plausibility” is a qualitative analogof normal
probabilitytheory[7]. Thedatabasentriesof theeventhy-
pothesesleemedlausibleare markedto indicatethis fact
in the EventDatabase.

The final stepof EvidenceAggregationis the step of
determiningthe impact of the plausible hypotheses. To
this end, eachof the securitygoalsin the IRM has, as-
sociatedwith it, a concept(class)correspondingto the
set of events that will compromisethis security goal.
For example, the goal of maintaining root authentica-
tion (mai nt ai n-r oot - aut hent i cat i on)onthehost
kubr i ck wouldbecompromisedy ary userto-rootpriv-
ilege escalationtaking place on that host, or by success-
ful passwordyuessingon the root account.Whenan event
thatmeetghisdescriptioris instantiate@ndthenmarkedas
plausible,it is automaticallycateorizedasa goal-attacker
for theappropriatesecuritygoal,andthe correspondinge-
curity goalis reclassifiedas(potentially)compromised.

Goalsmay alsobeindirectly compromisedsincesecu-
rity goalscanbehierarchicallyjcomposedFor example the
goal of net wor k- nondi scl osur e represents desire
to maintainthe confidentialityof thelP addressethatmake
upthenetwork. Thesuccessfuinaintenancef thisgoalde-
pendsonthesuccessfuiaintenancef nondisclosurgoals

for the individual hosts. Accordingly, when one or more
of thesegoalsis classifiedas compromisedthe overarch-
ing goal of net wor k- nondi scl osur e is alsomarked
ascompromised.

Figure 2 shavs an example of the Dynamic Evidence
Aggregatorprocessn SCYLLARUS. This figure shaws the
compromisedsecuritygoals(ovals),the eventsthat ScyL-
LARUS believes compromisedthem (rectangleswith sin-
gle outlines) andthe reports(rectangleswith doubleout-
lines)thatprovidedevidencefor the events. Thearravs are
drawn in directionsthatareintendedo capturecausalnflu-
ence,correspondingo theinterpretatiorof the drawing as
a causabrobabilisticnetwork(seeabove):

o from eventsto the securitygoalsthey compromise;

e from eventsto the reportsthat provide evidencefor
them(the eventscausethe IDS to issueareport;

e (dashedfrom eventsto othereventsthataremanifes-
tationsof theunderlyingevents.

This figure, takenfrom a display tool for our internal
use,shavs how ScyLLARUS hasconcludedthat the goal
of maintaininguserauthenticatioron the hostkubr i ck
was compromised. The userauthenticatiorgoal is repre-
sentedby the bottom-mostbval nodein thefigure, labeled
as KUBRI CK- PROTECT- USER- AUTHENTI CATI ON.
The figure shavs that the goal was compromisedn two
ways,bothdirectly andindirectly.

The direct compromisein this scenariooccurredwhen
anattackerused P spoofingto masqueradasauserogged
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Figure 2. A figure that shows how the goal of maintaining user account authentication has been

violated on the host kubri ck.

into atrustedhost. Theattacketook advantageof this priv-

ilegeto introducean. r host s file into alegitimateusers’
account.This partof thecompromiseas shovn in theright-

most part of Figure2. The box labeledEVENT539 cor

responddo the event of writing the. r host s file. There
aretwo piecesof evidencefor this event. The first wasa

very specificreportfrom a signature-baselDS, illustrated
by thereportbox in the upperright cornerof thefigure, la-

beledREPORT537. ScYLLARUS alsoreceved corrobora-
tion, in theform of amorevaguereportshovn asthereport
box labeledREPORT540, immediatelybelonv andto the

left of REPORT537. REPORT537 camefrom ananomaly-
detector and describedan unusualfile writing event, no-

tatedasEVENT541, shavn immediatelybelon andto the

right of REPORT537. ScYLLARUS knows thatwriting a

. rhost s file is a kind of file-writing event, leadingit to

recognizethatthe anomalyevent could be a manifestation
of EVENT539. This relationshipis denotedin our figure

by the dashedine betweenthe nodesfor EVENT539 and
EVENT541.

As we explained abore, the goal KUB-
Rl CK- PROTECT- USER- AUTHENTI CATI ON was com-
promisedin two ways. One of the sub-goalsof main-
taining user authenticationis to dery all remote lo-
gins from hosts outside our site. This subgoal, la-

beled KUBRI CK- DENY- EXTERNAL- RLOd N, is repre-
sentedby the secondshadedoval, immediately above
and to the left of KUBRI CK- PROTECT- USER- AU-
THENTI CATI ON. Thearrov from the formerto the latter
representshe fact that compromisingthe formerthreatens
the latter The left-handside of Figure2 shaws the traces
of two externalrlogins performedby the attackerafters/he
introducedthe . r host s file. Thosewererecognizedby
ScYLLARUS asviolating the goal of not permittingrlogins
from outsidethe network. The upshotis that our goal of
maintainingcontrolof who logsinto our sitehasbeencom-
promised.

Now theinterestedusercan“drill down” to find thede-
tails, inspectinghe hypothesize@ventsandthereportsthat
provide evidencefor them. Tables1 and 2 shaw the sort
of informationthatis available. Thesetwo tablesshow in-
formationcomputeddy the ClusterPreprocessqiCP). The
uniqueidentifiers(e.g.,E2510 andR2513 in Tablel) were
computedby the CP and correspondo the numbersafter
the CPP: in Figure2. The event describedn Tablel is
thewriting of the. r host s file thatdirectly compromises
the goal of protectinguserauthentication.The reportpro-
viding supportR2513, is the oneshavn at theupperright
handcornerof Figure2. The descriptionof E2510 refers
to E2514 asamanifestationThisis theeventshovn atthe



Event E2510

CORRUPT- RHOST- EVENT

Start time: 10:20:13 2000/ 10/ 31
End tine 10:20:13 2000/ 10/ 31
Status SUCCEEDED

Sources Pl Ds=(1776)

Ul Ds=(1234)

unames=( ROCKY)

Targets Host name=KUBRI CK
| P- Addrs=( (129 168 2 60))
Servi ces=(LOE N)

Rel ated Files (/hone/rocky/.rhosts)

1 supporting report foll ows.

Possi bl e Mani f est ati ons
10: 20: 13 2000/ 10/ 31 : E2514
UNUSUAL - MOD- OF- CRI TI CAL- FI LE- EVENT
Report R2513
CORRUPT- RHOST- EVENT

subm tted by IDS: USTAT-60
Start time: 10:20: 13 2000/ 10/ 31
End time -
Report time 10:20:13 2000/ 10/ 31
Status SUCCEEDED
Anomaly Score NL
Sources Pl Ds=(1776)
Ul Ds=(1234)
unamnes=( ROCKY)

Targets Host name=KUBRI CK
| P- Addrs=( (129 168 2 60))
Servi ces=(LOE N)

Rel ated Files (/hone/rocky/.rhosts)

Table 1. Detailed data about the event
SCYLLARUS hypothesizes in response to
USTAT- 60’s report of a security policy viola-

tion: the creation of a. rhost s file in auser's
home directory . Note the cross-reference to

another hypothesized event, E2514, see Ta-
ble 2.

Event E2514

UNUSUAL- MOD- OF- CRI Tl CAL- FI LE- EVENT
Start time: 10:20:13 2000/ 10/ 31
End tinme 10:20:13 2000/ 10/ 31
Status SUCCEEDED

Sources Pl Ds=(1776)

U Ds=(1234)

unamnes=( ROCKY)

Targets Host name=KUBRI CK
| P- Addrs=((129 168 2 60))
Servi ces=(LOE N)

Rel ated Files (/home/rocky/.rhosts)

1 supporting report foll ows.

Possi bl e Mani festati on O

10: 20: 13 2000/ 10/ 31 : E2510
CORRUPT- RHOST- EVENT

Report R2509

UNUSUAL - MOD- OF- CRI Tl CAL- FI LE- EVENT
submtted by I DS: UANOM 60

Start time: 10:20: 13 2000/ 10/ 31

End time -

Report time 10:20:19 2000/ 10/ 31

Status SUCCEEDED

Anonmal y Score 30

Sources Pl Ds=(1776)

Ul Ds=(1234)

unamnes=( ROCKY)

Targets Host name=KUBRI CK
| P- Addrs=( (129 168 2 60))
Servi ces=(LOE N)

Rel ated Files (/home/rocky/.rhosts)

Table 2. This table shows the SCYLLARUS CP’s
response to a report from an anomaly detec-
tor, UANOM 60. Note that the CP recognizes
that the anomaly event it has hypothesized
may be a manifestation of the event of the
. rhost s file being written (see Table 1).



endof thedashedarcfrom E2510.

The mostimportantthing to notice hereis the way our
systemprovides an understandablegoal-basedsummary
of a large numberof IDS reports. Note that we do not
claim to have a good graphicaluserinterface! However,
we do claim to have capturedthe importantrelationships:
reportsproviding evidencefor hypothesizeavents; multi-
ple reportscorroboratingeachotherby providing evidence
for the sameavent;andtheway eventscanbeunderstoods
compromisingparticularsecuritygoals. Note thatthis dia-
gramprovidesacompactsummaryof 111DS reports.This
is the information that is neededin orderto provide ary
userinterfacethatwill usefullysummarizehelarge quanti-
tiesof informationprovided by intrusiondetectionsystems
andothersystemsecurityassessmertbols.

3. CLASSIC overview

We have implementedthe ScyLLARUS Intrusion Ref-
erenceModel (IRM) using the CLASSIC object-oriented
databassystemdevelopedat Bell Laboratorie§2, 3] The
CLAssIc systemgrows out of Artificial Intelligencework
on frame-basedor “descriptionlogic” systems. For the
purposesof the SCYLLARUS system,CLASSIC provides
severaladvantagesrapidprototyping metadataclearhan-
dling of multiple inheritanceand automaticclassification.
By andlarge, ary descriptionlogic systemwould provide
theseadwantages. Among the descriptionlogic systems,
CLAssIC seemedhe mostmature,reliable,andbestdoc-
umented.We usethe versionof CLASSIC implementedn
CommorlLisp; therearealsoversionswrittenin C andC++.

Like mostobject-orienteddatabase$OODBSs), CLAS-
sic providesstorageandretrieval of structuredobjects,or
individuals Also asin corventional OODBs, theseindi-
vidualshave roles propertiesthat may befilled by primi-
tive objectsor otherindividuals. Finally, theseindividuals
are instancef conceptg(classes)from which they may
inherit role-fillers, role constraintsetc. CLASSIC permits
multipleinheritance individualsmaybedirectinstance®f
morethanoneparentconcept.For example,a particularin-
dividualrepresenting hostin a site, may be botha HOST,
| NTERNAL (becausét is underour control),a DNS- HOST
(it runsthe DNS service),andanHTTP- HOST (it runsthe

3Forthosenotfamiliar with suchsystemsa papemwrittenfor the SIG-
MOD conferencerovidesthe bestintroductionto CLASSIC [2].

HTTP service). Note that multiple inheritances only per
mitted when the multiple parentconceptsare consistent;
CLaAssic hasnofacilitiesfor overridinginheritance.

CLAssIc hasa powerful notationfor describingts con-
ceptsandindividuals.Thdanguagellowsusto specifythat
a conceptinheritsfrom oneor more parentconcepts.For
example, the conceptof an | NTERNAL - HOST, which is
usedin recognizinghoststhat are importantfor security
goals,is definedas:

(AND | NTERNAL HOST)

That is, | NTERNAL- HOST inherits from both the
| NTERNAL andHOST concepts.Individuals,instanceof
conceptswill haveroles,andthe CLASSIC descriptionan-
guagelets us specify constraintson thoseroles. We may
specify constraintson the cardinality of thoseroles and
the type of object that may fill them. For example, the
SOFTWARE- VERSI ON concepis definedasfollows:

(AND CLASSI C- TH NG
(ALL maj or-version | NTEGER)
(ALL m nor-version | NTEGER)
(ALL patchl evel | NTEGER)
(ALL build | NTEGER)
(AT- MOST 1 ni nor-ver sion)
(AT- MOST 1 patchl evel)
(AT- LEAST 1 mmj or-ver si on)
(AT- MOST 1 nmj or-version))

This indicatesthat the ary valuesof maj or - ver si on,
nm nor - ver si on andpat chl evel mustbeintegers.It
alsoindicateghatthenaj or - ver si on roleis mandatory
but that the mi nor - ver si on and pat chl evel roles
areoptional. Note that theremay be an unboundechum-
ber of valuesfor a particularrole. For example,thereis
noa priori limit onthenumberof nodeghatarenmenber s
of a NETWORK. The languagealso allows us to constrain
rolesto be filled by particularentities. For example, the
ETHERNET_100 conceptis definedasfollows:

( AND ETHERNET- LI NK
(FI'LLS has-medi um Twi st ed- pai r)
(FI'LLS how swi t ched Hub)
(FI'LLS i nk-speed 100))

The CLAssIC conceptdescriptionlanguageis usedin
three different ways. First, it is usedto define how a



conceptis to be classified (recognized). For example,
if we have an individual link betweentwo nodes that
is an ETHERNET- LI NK, and the databasecontainsin-
formationaboutits has- nedi um how- swi t ched and
I i nk- speed roles,thatis consistentvith the above def-
inition, then that individual will automaticallybe clas-
sified as an ETHERNET_100 link. Likewise, when we
learn that a security goal has a plausible event in its
goal - att acker role, thenthatsecuritygoal will bere-
classifiedasa COMPROM SED- SECURI TY- GOAL.

The description languagemay also be usedto im-
pose additional constraintson concepts,constraintsthat
are not usedin classification. For example, the concept
ETHERNET- LI NK hasthefollowing constraints:

(AND LI NK
(AT- LEAST 1 has- nedi un
(AT-LEAST 1 link-speed)
(ALL has-medi um LI NK- MEDI UM
(ALL I'ink-speed | NTEGER)

Notice that these are necessaryconditions for an
ETHERNET- LI NK, but they arenot sufficient. We would
not want the database¢o concludethat individual was an
ETHERNET- LI NK justbecausé metthisdescription.
Finally, thislanguagés usedo defineindividualsaswell
asconcepts.For example,in settingup the NERD for our
testscenariowe createthefollowing instance:

(and WORKSTATI ON
(FILLS runs BSD-LOGd N)
(FI'LLS runs PS)

CLAssIc alsoprovidessomefacilities for rules. These
rulesareindexedwith particularconceptsThey fire when-
ever anindividual is newly (re)classifiedasan instanceof
thecorrespondingoncept.Suchrulesmaybe usedto flesh
outindividualdescriptionsimposeconsisteng constraints,
or overcomdimitationsin theclassificatiorprocess.

4. Thelntrusion Reference Model

At the highestlevel, the Intrusion ReferenceModel is
divided betweenrepositoriesof staticand dynamicinfor-
mation. This distinctionis not a very crisply-definedone;
it is a pragmatiadivision betweerinformationthatchanges
rapidly (e.g.,the setof IRM reports)andrelatively slowly
(e.g.,networkstructure) . The staticcomponentsf theIRM
areasfollows:

e TheNetworkEntity/Relationshp Databas€NERD)
e TheSecurityGoaldatabase

e TheEventdictionary

e TheAttack Planlibrary

The last of these the Attack Planlibrary, we will not dis-
cusshere. We will cover this in a forthcomingpaperthat
describesour work in attackerplan recognition. The dy-
namiccomponentsf theIRM are:

e TheReportDatabase

e TheEventDatabase

(FILLS i p-address |P-ADDR-192-168-1-78) e SecurityGoalStatusdatabase

(FI'LLS manuf acturer "Sun")
(FI'LLS nenory 128)
(FI'LLS storage 13600) ...)

Onealsouseghedescriptionanguagdo definequeries.
Onedefinesa new conceptthat correspondgo the set of
individualsonewishesto find, andthenasksfor instances
of thatnew concept.For example:

(AND COVPROM SED- SECURI TY- GOAL
(FI LLS subj ect KUBRI CK))

wouldfind all of the securitygoalsthathave beencompro-
misedthatpertainto thehostkubr i ck.

A high-level overview of thelRM structures givenin Fig-
ure3.

4.1. Static components of the IRM

411 TheNERD

The Network Entity/Relationshp Databaseprovides the
centralrepresentatiofor the configuratiorof hardwareand
softwareinstalledat a givensite. This providesthe frame-
work for building a setof securitygoals(sincethosegoals
have to dowith theuseandprotectionof thesite’shardware
andsoftware). TheNERD alsoprovidesaway to correlate
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Figure 3. The structure of the ScyLLARUS IRM.
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Figure 4. A UML diagram of part of the NERD
schema.

thedifferentIDS reportsby allowing SCYLLARUS to reason
aboutwhee eventsarehappening.

The centralconceptspr classespf the NERD arethose
of network, host, operatingsystem,and service. A rough
UML diagramof theseclasseds shavn in Figure4. The
key factsto noticearethathostsandnetworksarebothlo-
cations,and that we reasonaboutthe way a hostbelongs
to a network basedon its IP configuration(s). Hostsrun
operatingsystemsandoperatingsystemsun services.Ser
vicesarea concepthatsubsumes$othlocal servicesthose
providedto usersof the machineitself (e.g.,ps, t ex, etc.)
andnetworkservicesprovidedto remoteuserge.g.,ht t p,
ft p, etc.). Naturally thereare mary detailsthat we can-
not discusshere. For example, operatingsystemhas a
rich structureof subtypesandattributesthat permitoneto
specifyversions,etc. We have written a descriptionof the
NERD schemahatwe will makepublicly available.

4.1.2 The Security Goal Database

The security goal databasecontainssecurity goal objects
that describethe usesto which we wantto put the equip-
ment(hardwareandsoftware)describedn the NERD. Se-



curity goalsarestructuredbjectsthatreferto objectsin the
NERD, andthatcontainspecification®f the kindsof event
thatwill compromisghem.

Security goals are structuredin two important ways.
First, they can refer to particular NERD entities as
their subjects. For example, we can have a goal to
PROTECT- ROOT- AUTHENTI CATI ON whose subjectis
thehostkubri ck:

( AND PROTECT- ROOT- AUTHENTI CATI ON
(FI LLS subj ect KUBRI CK))

The secondkind of securitygoal structureis basedon
goal-subgoatlecompositionFor mary high-level, mission-
relatedgoals,simple specificationdike the oneabove, are
insufficiently expressve andelegant. For example,if (one
aspecbf) themissionof aparticularsiteis to provide spare
partsorderingto a particularmilitary unit, it will be dif-
ficult, if not impossible,to capturethis directly in terms
of hardwareand softwareentities. Instead,it will be bet-
ter to decompos¢his high-level goalinto a setof subgoals
suchasprotectingauthenticatiorf accountwith accesso
thedatabaseyrotectingdatabaséostavailability, etc. Note
thatthis analysisapproachs effectively the inverseof the
attacktreesanalysistechniquepromotedby Schneier[12,
Chapter21].

Two aspectof this structureare worth mention. First,
using multiple inheritancemakesour representationf se-
curity goalseasier We can catgorize securitygoalson a
numberof dimensionsFor example,we usethefour high-
level catgoriesof authenticationjntegrity, nondisclosure
and neutrality* We may also simultaneouslycatejorize
goalsin termsof theirrole in high-level goals,or thekinds
of subjectthey pertainto (single hosts,networks,etc.). A
secondmportantissueis thatwe maybeableto useCLAs-
siC’s rule facilities to designa “meta-polig/” that we can
useto makesecuritygoal designmoreefficient. For exam-
ple, we couldusearuleto capturethe meta-polig thatwe
don't wantary internal DNS sener to do zonetransferso
externalhosts.We have experimentedwith thistechniquea
little, but notyetappliedit to thetestscenario.

4.1.3 TheEvent Dictionary

TheEvent Dictionaryof theIRM performsthreeimportant
rolesin the SCYLLARUS system First,theeventdictionary

4Qur siteshouldnot beusedasa meango attackothers.
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providesthelinguafrancafor communicationbetweerall
the IDSes. Secondthe eventdictionarycontainsrepresen-
tationof benigneventsthatmaytrick IDSesinto generating
false positives. Finally, the event dictionary containscon-
ceptsthat representlassef eventsthat have significant
impactson particularsecuritygoals.

Althoughit may seemobvious, we know of few efforts
to establisha sharedvocatulary for multiple IDSes. There
have beena numberof efforts to provide messageroto-
cols to permit IDSesto publishtheir results;for example
CISL andIETF IDMF (seeSection6). However, theseef-
forts have mostlybeenlimited to providing asharedsyntax
ratherthana sharedvocalulary. For the vocalulary, both
CISL and IDMF have adoptedexisting intrusionandvul-
nerabilitytaxonomie§CVE® andBugtrad’, amongothers).
However, they have donelittle to ensurethatthesevocahu-
larieshave clearsemantic$o permitresultsto befused.

anamal Attack
event Ewent

aens

TCF
anomaly,

o0&l Ho
Ayailahilty

A
2,

Figure 5. A small portion of the ScYLLARUS
Event Dictionary .

The SCYLLARUS eventdictionaryis an attemptto pro-
vide an unambiguoudramework for specifying events of
interest. We expectthat achieving a true intercommunica-
tion will requireefforts on the partof both IDS developers
and aggreatorslike oursehes. IDS developerswill have
to commit to correctuseof known vocahularies. Aggre-
gatordeveloperswill have to provide semantic‘glue” that
will overcomeambiguitiesin thevocalulariesadoptedes-
pecially if thesearead hoc exploit vocalularieslike Bug-
traq's). Our approachto IDS aggreation centersaround
the developmentof a structureddictionaryof eventsusing
CLAssIc. A partof our currenteventdictionary/taxonomy

Scve.mitre.org
Swww. securityfocus. com foruns/ bugtrag/intro. htni



is shavnin Figure5s.

Therich structureof the eventdictionary usingmultiple
inheritanceis critical to our approach. The fact that our
dictionaryis not simply a list of specificexploits makesit
easierto combinetogethereportsof differentiDSes.First,
we permit IDSesto file reportsof varying levels of speci-
ficity. For example,considerwhat might happenwhenan
attackersuccessfullyexecutesa sadmni ndex buffer over
flow ona Solaris™systemgscalatingherprivilegesto root
level. A signature-basetDS, suchasUSTAT [8], would
detecthe exactexploit usedandfile areportin thoseterms.
Onthe otherhand,a policy-monitoring IDS, thatis watch-
ing only for inappropriateootshellswould detectonly that
someuserto-rootexploit hasoccurred.In orderto be able
to correctlyaggr@atethesereportswe needtheinheritance
informationin theeventdictionary

The event dictionary’s structurealso helpsus combine
togethersignature-andanomaly-basetDSes. To do this,
we use the manifestationrelationship. Anomaly detec-
tors don't report particular exploits; insteadthey report
that someanomalousvent hasoccurred. To returnto our
sadm ndex example,ananomalydetectolike thatdevel-
opedby Cigital [6, 5], might generatea reportindicating
that therehasbeenan anomalousevent in the sadmi nd
process. Information aboutmanifestatiorrelationshipsin
thelRM allowstheClusterPreprocessdp recognizethata
sadm ndex exploit may be manifestedasan anomalyin
thesadm nd process.

The Event Dictionary also containsinformation about
benign events, that could be mistakenlyidentified as in-
trusions. Considerthe Norton AntiVirus™ updateevent
that could be misclassifiecasan IP sweep(seeSectionl).
The Event Dictionary containsthe informationthat an IP
sweepreportactually might be the detectionof a Norton
AntiVirus™ updatewhenthe port sweptis the appropriate
one.

Notethatnoneof theinformationwe have discussedhere
is specificto a particularIDS. Insteadthe structureof the
eventtaxonomyandtherelationshipshereinareproperties
of theeventsbeingdescribedThis meanghatthisinforma-
tion appropriatelyresidesin a sharedcomponentike the
IRM, ratherthanscatterecpiecemealn eachlDS’ config-
urationdatabasefor elementarysoftwareengineeringea-
sons.

Finally, the Event Dictionary containsentriesfor con-
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ceptsthatcorrespondo theclasse®f eventsthatwill com-
promiseparticularsecuritygoals. For example,for the se-
curity goal of maintainingroot authenticatioron the host
kubri ck, the corresponding3QAL - ATTACKER concept
is theconcepbf a USER- TO- ROOT eventwhoset ar get
iskubri ck. In CLASSIC notation:

(AND USER- TO- ROOT (FILLS target KUBRICK))

Thisis a particularlysimpleexample: becausehe security
vocalulary is sofocusedon root compromisesye have a

preisting concepteadilyavailable.Ontheotherhand the

GOAL- ATTACKER conceptfor userauthenticationgoals
is much more comple, subsumingnot only out-and-out
REMOTE- TO- LOCAL attackevents, but also suchpolicy

violationsasthe writing of a. r host s file on a machine
runningther | ogi nd, etc.

TheseGOAL- ATTACKER conceptsnight bethoughtof
ascachedyueriesfor rule triggers.Whenwe tell CLASSIC
abouta plausibleevent that is subsumedy one of these
concepts,CLAssIC will automaticallyclassify the event
asbeinganinstanceof theappropriateGOAL - ATTACKER
concept.In turn, thiswill causeCLASSIC to reclassifythe
correspondingjoalas(potentially)compromised.

Sincethe securitygoal databasénasa taxonomyof its
own, we do not needto createtheseGOAL- ATTACKER
conceptdy hand. Insteadwe canuseCLASSIC's rule en-
gine to automaticallygeneratehe correspondingoncept.
For example,we have a rule associatedvith the security
goal conceptPROTECT- ROOT- AUTHENTI CATI ON, that
is triggeredwhene&er anew instanceof thatconcepis cre-
ated. For a nev PROTECT- ROOT- AUTHENTI CATI ON
whosesubjectis a particularhost(e.g.,kubri ck), CLAS-
sic will automaticallycreatea nev GOAL- ATTACKER
conceptwvhosetargetis boundto the samehost.

4.2. Dynamic components of the IRM

The ReportDatabaseand Event Databaseomprisethe
dynamicpartof thelRM. TheReportDatabasés theshared
repositoryof all of thelDSreports.TheEventDatabaseon-
tainsthe event objectshypothesizedby the ClusterPrepro-
cessol(CP)aspossiblereasondor thereports.

The ReportDatabasecontainsinstancesof the CLAS-
sic REPORT concept.Thesemay befiled by ary IDS, us-
ing our Intrusion ReportingAPI. Reportsare periodically



loadedinto the ReportDatabaseyy IDSes,triggeringthe
operatiorof the SCYLLARUS CP

TheEventDatabasés theplacewherethe CP placeghe
eventsit hashypothesized.Theseeventsareall instances
of the CLASSIC conceptEVENT, andarealsoinstance®f
themorespecificsub-conceptef EVENT thatwe discussed
aborein Sectiord.1.3. Theseeventobjectsalsocontainin-
formationaboutthe tamget of the event, the time whenthe
eventoccurred etc. As describedabore, the Event Asses-
sorcomponentvill weighthe evidencefor andagainsthe
variouseventhypothesesandmarksomeof themasplausi-
ble. CLassIc will thenidentify thoseplausibleeventsthat
are GOAL- ATTACKERs for particularsecuritygoals,and
reclassifythosegoalsas(potentially)compromised.

5. Statusof SCYLLARUS

Our currentimplementatiorof SCYLLARUS is a proof-
of-conceptprototype.Thecomponentslescribedherehave
beenfully implementedbut notthoroughlytested We have
all thecomponent®f theIRM describedabore, theCluster
Preprocessaand Event AssessorWe have alsodeveloped
aversionof thelntrusionReportingAPI.

The ScYLLARUS prototypehasbeentestedon a multi-
stageattack scenariowe developedwith assistancdrom
GiovanniVignaandDick Kemmereof R.A. KemmereAs-
sociates Richard Lippman and JoshHainesof MIT Lin-
coln Laboratories. Although the Intrusion ReportingAPI
hasbeenimplementedthetestswereconductedvith simu-
latedIDS reports.We generatedhoselDS reportshasedn
corversationswith our scenaricadvisors andbasedon our
experiencen analyzingthe 1999IntrusionAssessmergx-
periments. All theexamplesn this papey with the excep-
tion of the Norton AntiVirus™ example,have beentested
aspartof thisscenario.

6. Related Work

Although sophisticatediDSes have not been around
mary yearstherehave alreadybeena numberof efforts to
maketheminteroperateThis interestis drivenby practical
considerationsncluding:

e individual detectorshave blind spots—usingmultiple
IDSescancoverthese
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o reliability canbe improved with the right mixture of
IDSes

o the scopeof the networkto be protectedcan be too
largefor asingleIDS

Theadwantage®f cooperatiorarecontingenbnamodel
of interactionandsomesharedanguage .Both adwvantages
anddifficulties of this endesor werewell illustratedin the
resultsof the1999Lincoln LabsIDS evaluations.Ouranal-
ysisof this datashavedthatcombiningjudgement®f par
ticipantscouldyield superiordecisions.Yet despitecareful
preparationsn the stagingof the experimentsyaluablein-
formationfrom detectorsvaseffectively lostto higherlevel
correlators.

Maximizing the informationtransmissioris one of the
goalsof relatedwork onIDS interoperability Seseral of the
proposedramevorks, somestill underdevelopment,have
informedour own research.

Among the most extensive of the proposalsfor inter-
operabilityis the CommonlintrusionDetectionFramevork
(CIDF) [4]. CIDF containsa high-level model consisting
of event generatorsanalyzersdatabasesand responders.
CIDF specifiesa Common Intrusion SpecificationLan-
guaggCISL)thatis usedo communicatéetweerthecom-
ponents. The CISL syntaxemploysnestedS-expressions
with afairly rich vocalulary to form messagedescribing
attacks. The languagencludesnounsdescribingthe sub-
jectsandobjectsandverbs,suchas“delete”and“openses-
sion”. It alsohasmodifiersthatdefineattackattributes,e.qg.
when, outcome,by-means-of. Conjunctionsallow CISL
clausesto be logically combined. While quite powerful,
somelDS authorshave found CISL to be unwieldy, and
to dateits practicalapplicationshave beenlimited. It has,
however, beeninfluentialin shapingotherefforts.

The IntruderDetectionandlsolationProtocol[11] is an
infrastructurdor integratinglDSesandautomatedesponse
componentsIDIP hasbeentestedwith a variety of IDSes,
boundarycontrollers,and host-basedesponders. It pro-
videsadiscovery coordinatorAPI to allow componentsc-
cessto servicesincluding datamanagementsituationdis-
play, accesgo network managemenand responsepolicy
managementiDIP usesCISL astheattackdescriptionan-
guage. The emphasisn IDIP is on datamanagemenand
securecommunicationdetweerdiversecomponents.



EMERALD is a framevork for multiple IDSesdevel-
opedat SRI International[10]. Architecturally it consists
of a setof independeninonitors eachwith analysisandre-
sponsecapabilities.A monitorincludesboth signaturede-
tectionand statisticalprofiling engines,and possibyother
componentgonformingto a commonAPI. A monitor has
responsibilityfor its local cornerof the network. Thesecan
be hierarchicallycomposedo scaleto an enterprisdevel.
Within a monitor, there are “target specific resourceob-
jects”. Thesecontainall analysis-taget-specificinforma-
tion neededo configurea singleservicemonitor, e.g. FTR.
Thusa networkwith mary similar nodesor subnetscould
configureEMERALD by makingsmallchangeso thesame
templateset of resources.Like the IRM, this could ease
configurationsignificantly; however, it falls well short of
thegenerainformationmodelwe have proposed.

ThelETF IntrusionDetectionWorking Grouphasa draft
standardintrusion Detection MessageExchangeFormat
(IDMEF) [1]. Like CISL, IDMEF attemptdo facilitatein-
formationsharingbetweenDS andresponseystems.The
IDMEF syntaxis basedon XML. While lessflexible than
CISL, it is arguablysimplerto use,anddevelopersshould
benefitfrom therecentgrowth in XML tools.

Our work employsreportsconsistentvith the proposed
IDMEF specification. We have made available to the
DARPA researclcommunitya C/C++ API for generating
suchreports.

The cited framevorks are limited to the descriptionof
specificincidents. In our IRM, we attemptto providing
a more generalmodel of the protectednetwork, both at a
physicalandfunctionallevel. Thismodelis key to enabling
moresophisticatedeasoning.

7. Conclusions

The ScyLLARUS systenprovidesanarchitecturdor in-
tegratingmultiple IntrusionDetectionSystemsnto aframe-
work for overall networksecuritysituationassessmentin-
like otherapproacheso IDS fusion, our approachmakes
use of a rich knowledge base, the Intrusion Reference
Model, to provide a comprehense overview, reducingse-
curity officer information overloadandfiltering false posi-
tives.

Our future work will move in two directions. First, we
will expandthe existing SCYLLARUS prototypeand vali-
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dateit on larger and morerealisticsituations. In parallel,
we will attackresearchproblemsthat would provide ob-
staclesto successfufielding of ScyLLARUS. Wherethe
formeris concernedywe mustreengineeaspect®f thesys-
temto makeit cleanerand more elegant, mustexpandour
coverageandconductexperiments'li ve” with real IDS re-
ports.We mustverify thatour algorithmsscalesuccessfully
to large installationsanddevelop approacheo have mul-
tiple ScyLLARUS systemswvork together
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